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Abstract

The convolution of the normalized differences of non-trivial Riemann zeta
function zeros with the Möbius function appears to result in an ensem-
ble of normal distributions. This hypothesis is tested using histograms,
quantile-quantile plots, the Kolmogorov-Smirnov test, the Shapiro-Wilk
test, and the Lilliefors test. The slopes and y-intercepts of the quantile-
quantile plots are sufficiently close to the line y = x that linear regression
can also be done. As in testing of the Montgomery-Odlyzko Law, statis-
tics of next-nearest neighbors are also investigated. The convolution of
the differences of the eigenvalues of a Gaussian-random Hermitian matrix
with the Möbius function also appears to result in an ensemble of normal
distributions.

The convolution of the non-trivial zeta function zeros with the Möbius
function appears to result in an ensemble of approximately linearly-increasing
values. The mean of this distribution appears to increase more slowly than
the Mertens function. The corresponding ensemble for the eigenvalues of a
Gaussian-random Hermitian matrix is not linear (at least for matrix sizes
less than 4500x4500). The mean of this distribution appears to approach
zero.

A method for grouping the non-trival zeta function zeros into an ensemble
of approximately linearly-increasing values, an ensemble of approximately
quadratically-increasing values, an ensemble of approximately cubicly-
increasing values, ..., etc. is given.

A method for estimating new non-trivial zeta function zeros (higher on
the line x = 1

2
) from a database of existing zeros using Dirichlet products

and Möbius inversion is given. The number of zeros that can be esti-
mated at one time is at least as large as the database. The relative errors
of the estimates can be made arbitrarily small by using a sufficiently large
database. In this method, values are linearly interpolated between suc-
cessive zeros. The Fourier transform of this modified Riemann spectrum
still gives the prime powers. This modified Riemann spectrum can also be
used to compute Riemann’s function R(x). The method is also applicable
to the eigenvalues of a Gaussian-random Hermitian matrix.
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1 Introduction

Odlyzko’s [1] tables of the zeros of the Riemann zeta function will be used.
All known non-trivial zeros of the zeta function are of the form ρn = 1

2 + iγn,
γn ∈ R. The normalized differences as given by Odlyzko [2] are δn = (γn+1 −
γn) log(γn/(2π))

2π . δn have mean value 1 in the sense that for any positive inte-

gers N and M ,
∑N+M
n=N+1 δn = M + O(logNM). Let zn denote

∑
i|n δiµ(i)

where µ is the Möbius function. The zn values are grouped according to
the prime factorizations of n. Let p, q, r, s, t, and u denote distinct primes
(this number of distinct primes is sufficient for n ≤ 2, 000, 000). The sim-
plest grouping of zn values is at n values of the form pq. (The grouping of
zn values at prime n values is not normally distributed.) The cumulative dis-
tribution function is denoted by Φ(p) where p are probabilities between 0 and
1. The probit function is the inverse cumulative distribution function for the
standard normal distribution. Wichura’s [3] algorithm (accurate to 16 dec-
imal places) is used to compute the probit function. Wichura’s criteria for
a satisfactory implementation are met, that is, Z.25 = −0.6744897501960817,
Z.001 = −3.090232306167814, and Z10−20 = −9.262340089798408. The more
general function F−1(p) = µ+ σΦ−1(p) where µ and σ are the mean and stan-
dard deviation of the zn distribution will be used to generate quantile-quantile
plots. The Matlab command “normrnd” is used to generate random variates
for the normal probability distribution.

2 The Ensemble of Normal Probability Distri-
butions

For n ≤ 1, 000, 000, there are 55 groups in the ensemble with a significantly
large sample size. For a normal probability fit of the 209,867 zn values for
n ≤ 1, 000, 000 and at n values of the form pq, the mean is −0.0480 with a 95%
confidence interval of (−0.0507, −0.0452) and the standard deviation is 0.6372
with a 95% confidence interval of (0.6352, 0.6391). See Figure (1) for a plot
of these sorted zn values. The corresponding F−1 values are also shown in the
plot. (The F−1 values are overlain with the sorted zx values.) See Figure (2)
for a quantile-quantile plot of the sorted zn values and the F−1 values. For a
linear least-squares fit of the curve, the slope is 1 with a 95% confidence interval
of (0.9999, 1), the y-intercept is −4.923 · 10−5 with a 95% confidence interval
of (−7.316 · 10−5, −2.529 · 10−5), SSE (sum of squared error) equals 6.532, R-
squared (goodness-of-fit measure for linear regression) equals 0.9999, and RMSE
(root mean square error) equals 0.005579. There are significant deviations from
the reference line (the linear least-squares fit) in the tails of the quantile-quantile
plot. See Figure (3) for a histogram (with 100 bins) of these values overlain with
a histogram of randomly generated values for a normal probability distribution
with the same mean and standard deviation. (The values have been scaled by
a factor of 10.0 and offset by 50 bins to the right.) The histograms are almost
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the same. When the parameters are estimated from a sample, the Lilliefors test
should be used. The null hypothesis is that the function is normal with un-
specified mean and variance. At a significance level of 0.05, the null hypothesis
is rejected by the Lilliefors test. The P-value (calculated probability of finding
the observed results when the null hypothesis is true) is NaN (not-a-number),
the test statistic is 0.0026 and the critical value is 0.0019. The test returns the
approximate P-value via interpolation into the Lilliefors simulation table. A
NaN is returned when P is not found within the interval 0.01 ≤ p ≤ .20. These
missing observations in the sample are ignored. A small P-value (typically less
than or equal to 0.05) indicates strong evidence against the null hypothesis. A
large P-value (greater than 0.05) indicates weak evidence against the null hy-
pothesis. Sample values are standardized for the Kolmogorov-Smirnov test by
subtracting the mean and then dividing by the standard deviation. Standardiz-
ing the samples is equivalent to setting the mean and variance of the reference
distribution equal to that of the sample estimate. This changes the null distri-
bution of the test statistic. Empirical evidence collected for the distributions
considered here indicates that the test statistic of the Lilliefors test is approxi-
mately equal to that of the Kolmogorov-Smirnov test and that the critical value
of the Kolmogorov-Smirnov test is about 1.52 times as large as that of the Lil-
liefors test. At a significance level of 0.05, the null hypothesis that the data
comes from a normal distribution is rejected by the Kolmogorov-Smirnov test.
The test statistic is 0.0026 and the critical value is 0.0020 (0.0030/1.52). The
Kolmogorov-Smirnov statistic requires a relatively large number of data points
to reject the null hypothesis. If the sample size is sufficiently large, the test may
detect even “trivial” departures from the null hypothesis. See Figure (4) for a
plot of the empirical CDF (cumulative distribution function) and the standard
normal CDF. There is no discernible difference.

For a normal probability fit of the 168 zn values for n ≤ 1, 000, 000 and at
n values of the form p2, the mean is −0.0816 with a 95% confidence interval
of (−0.1388, −0.0244) and the standard deviation is 0.3755 with a 95% confi-
dence interval of (0.3392, 0.4206). See Figure (5) for a quantile-quantile plot
of these sorted zn values and the corresponding F−1 values. For a linear least-
squares fit of the curve, the slope is 0.9603 with a 95% confidence interval of
(0.9329, 0.9876) and the y-intercept is −0.003212 with a 95% confidence interval
of (−0.01369, −0.007267), SSE=0.75, R-squared=0.9666, and RMSE=0.06721.
At a significance level of 0.05, the null hypothesis is rejected by the Lilliefors
test. The P-value is NaN, the test statistic is 0.0935, and the critical value is
0.0684. At a significance level of 0.05, the null hypothesis is rejected by the
Kolmogorov-Smirnoff test. The test statistic is 0.0935, and the adjusted critical
value (0.1037/1.52) is 0.0682. See Figure (6) for a plot of the empirical CDF
and the standard normal CDF. Even for a sample this small, the CDF’s match
fairly well.

For a normal probability fit of the 43,864 zn values for n ≤ 1, 000, 000 and
at n values of the form p2q, the mean is −0.0239 with a 95% confidence in-
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terval of (−0.0296, −0.0181) and the standard deviation is 0.6103 with a 95%
confidence interval of (0.6063, 0.6143). See Figure (7) for a quantile-quantile
plot of these sorted zn values and the corresponding F−1 values. For a linear
least-squares fit of the curve, the slope is 0.9998 with a 95% confidence interval
of (0.9997, 0.9999) and the y-intercept is −4.727 · 10−5 with a 95% confidence
interval of (−9.973 · 10−5, −5.187 · 10−6), SSE=1.376, R-squared=0.9999, and
RMSE=0.005601. See Figure (8) for a histogram (with 100 bins) of these values
overlain with a histogram of randomly generated values for a normal probability
distribution with the same mean and standard deviation. (The values have been
scaled by a factor of 8.0 and offset by 50 bins to the right.) The histograms
are almost the same (other than the peak of the zn histogram being slightly
shorter). At a significance level of 0.05, the null hypothesis is not rejected by
the Lilliefors test. The P-value is 0.0780, the test statistic is 0.0040, and the
critical value is 0.0042.

For a normal probability fit of the 17,459 zn values for n ≤ 1, 000, 000 and
at n values of the form p3q, the mean is 0.0145 with a 95% confidence in-
terval of (0.0056, 0.0234) and the standard deviation is 0.6002 with a 95%
confidence interval of (0.5940, 0.6066). See Figure (9) for a quantile-quantile
plot of these sorted zn values and the corresponding F−1 values. For a lin-
ear least-squares fit of the curve, the slope is 0.9994 with a 95% confidence
interval of (0.9992, 0.9996), the y-intercept is −8.338 · 10−6 with a 95% confi-
dence interval of (−0.000138, 0.0001214), SSE=1.334, R-squared=0.9998, and
RMSE=0.00874. There are significant deviations from the reference line in the
tails of the quantile-quantile plot. See Figure (10) for a histogram (with 100
bins) of these values overlain with a histogram of randomly generated values for
a normal probability distribution with the same mean and standard deviation.
(The values have been scaled by a factor of 5.0 and offset by 50 bins to the
right.) The histograms are almost the same. At a significance level of 0.05, the
null hypothesis is rejected (just barely) by the Lilliefors test. The P-value is
0.0378, the test statistic is 0.0070, and the critical value is 0.0067.

For a normal probability fit of the 206,964 zn values for n ≤ 1, 000, 000 and
at n values of the form pqr, the mean is 0.0158 with a 95% confidence interval
of (0.0117, 0.0199) and the standard deviation is 0.9521 with a 95% confidence
interval of (0.9492, 0.9550). See Figure (11) for a quantile-quantile plot of
these sorted zn values and the corresponding F−1 values. For a linear least-
squares fit of the curve, the slope is 0.9999 with a 95% confidence interval of
(0.9999, 0.9999), the y-intercept is 1.321 ·10−5 with a 95% confidence interval of
(−1.224 · 10−5, 3.886 · 10−5), SSE=0.0460, R-squared=1, and RMSE=0.005906.
See Figure (12) for a histogram (with 100 bins) of these values overlain with a
histogram of randomly generated values for a normal probability distribution
with the same mean and standard deviation. (The values have been scaled by
a factor of 9.0 and offset by 50 bins to the right.) The histograms are almost
the same. At a significance level of 0.05, the null hypothesis is rejected (just
barely) by the Lilliefors test. The P-value is 0.0460, the test statistic is 0.0020,
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and the critical value is 0.0019.

Similar results have been obtained for zn values at n values of the forms p4q,
p2q2, p5q, p3q2, p2qr, p6q, p4q2, p3qr, pqrs, p7q, p8q, p2q2r, p4qr, p9q, p3q2r,
p2qrs, p5qr, p10q, p11q, p7qr, p6qr, p2q2r2, p4q2r, p3q3r, p3qrs, pqrst, p4qrs,
p2q2rs, p5q2r, p3q2r2, p8qr, p9qr, p3q2rs, p2qrst, p4q3r, p6q2r, p5qrs, p5q3r,
p7q2r, p4q2rs, p3qrst, p6q3r, p6qrs, pqrstu, p2q2r2s, p3q3rs, p7qrs, p5q2rs,
p3q2r2s, and p2q2rst. The respective test statistics and critical values (at a sig-
nificance level of 0.05) are (0.0074, 0.0098), (0.0305, 0.0522), (0.0117, 0.0140),
(0.0399, 0.0631), (0.0024, 0.0030), (0.0155, 0.0195), (0.0614, 0.0853), (0.0044,
0.0049), (0.0051, 0.0029), (0.0242, 0.0270), (0.0405, 0.0370), (0.0076, 0.0095),
(0.0071, 0.0073), (0.0556, 0.0503), (0.0138, 0.0113), (0.0064, 0.0037), (0.0087,
0.0107), (0.0728, 0.0686), (0.0968, 0.0914), (0.0134, 0.0220), (0.0103, 0.0154),
(0.0668, 0.0763), (0.0195, 0.0169), (0.0256, 0.0276), (0.0056, 0.0063), (0.0073,
0.0065), (0.0072, 0.0099), (0.0106, 0.0087), (0.0180, 0.0244), (0.0952, 0.0719),
(0.0164, 0.0314), (0.0189, 0.0447), (0.0117, 0.0109), (0.0100, 0.0078), (0.0345,
0.0301), (0.0287, 0.0345), (0.0085, 0.0153), (0.0325, 0.0443), (0.0334, 0.0481),
(0.0184, 0.0174), (0.0102, 0.0144), (0.0559, 0.0636), (0.0112, 0.0231), (0.0196,
0.0252), (0.0273, 0.0339), (0.0141, 0.0286), (0.0290, 0.0352), (0.0314, 0.0269),
(0.0385, 0.0356), and (0.0204, 0.0167). The respective slopes of the linear
least-squares fits (of the quantile-quantile plots) are 0.9989, 0.9836, 0.9981,
0.9757, 0.9998, 0.9964, 0.9646, 0.9997, 0.9998, 0.9942, 0.9895, 0.9988, 0.9993,
0.9804, 0.9984, 0.9996, 0.9987, 0.9686, 0.948, 0.9996, 0.9978, 0.9623, 0.9971,
0.9935, 0.9993, 0.9992, 0.9988, 0.999, 0.9951, 0.9683, 0.9929, 0.9874, 0.9982,
0.9992, 0.9914, 0.9911, 0.9975, 0.9874, 0.9852, 0.9964, 0.9998, 0.9767, 0.9955,
0.9946, 0.9899, 0.9935, 0.9898, 0.9927, 0.9892, and 0.9971. The slopes are
usually relatively small (less than 0.99) for small sample sizes. The respec-
tive y-intercepts of the linear least-square fits are 3.287 · 10−5, −0.000383,
0.0001179, 0.0004057, −2.202 ·10−5, 0.0004119, 0.002177, 2.8 ·10−5, 3.156 ·10−5,
0.0006472, 0.001361, −2.704 · 10−5, 6.111 · 10−5, 0.002654, 1.086 · 10−5, 3.495 ·
10−5, 0.000229, 0.005501, 0.009329, 0.0006415, 0.0003692, 0.002545, 6.304·10−5,
−0.0003208, 0.0001188, 0.0001706, 0.0002333, 6.16 · 10−5, 0.0001465, 0.004169,
0.001378, 0.001982, 0.0001907, 9.476 · 10−5, −0.0004179, 0.0004685, 0.0005859,
−0.0002908, 0.001071, 0.0005006, 0.0003821, 0.0002159, 0.0009297, −0.0003097,
0.0006202, 0.0007539, 0.002325, 0.001273, 0.00082, and 0.0001185. The absolute
values of the y-intercepts are usually relatively large for small sample sizes. The
respective R-squared values are 0.9997, 0.9974, 0.9994, 0.9921, 1, 0.9988, 0.994,
0.9999, 0.9997, 0.9985, 0.9963, 0.9994, 0.9997, 0.9893, 0.9992, 0.9996, 0.9995,
0.9837, 0.9678, 0.9994, 0.9996, 0.9791, 0.9989, 0.9977, 0.9995, 0.9993, 0.9996,
0.9994, 0.9989, 0.9864, 0.999, 0.9984, 0.9986, 0.9996, 0.9952, 0.9977, 0.999,
0.9981, 0.9968, 0.9978, 0.9995, 0.9949, 0.999, 0.9985, 0.9948, 0.9984, 0.9957,
0.9957, 0.9948, and 0.9987. The respective sample sizes are 8,115, 288, 4,017,
197, 87,338, 2,058, 108, 33,201, 92,966, 1,077, 574, 8,629, 14,676, 310, 6,185,
55,930, 6,883, 167, 94, 1,619, 3,312, 135, 2,735, 1,028, 19,538, 18,387, 7,930,
10,282, 1,318, 152, 797, 393, 6,648, 12,753, 867, 661, 3,367, 400, 340, 2,585,
3,807, 194, 1,465, 1,235, 683, 963, 633, 1,087, 618, and 2,825. This accounts for
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about 91.0% of the zn values for n less than or equal to 1,000,000. Presumably,
similar results will be obtained (when enough data is available) for all other
curves except zn values at n values of the form p.

The groups where the null hypothesis is rejected are at n values of the forms
pq, p2, p3q, pqr, pqrs, p8q, p9q, p3q2r, p2qrs, p10q, p11q, p4q2r, pqrst, p2q2rs,
p3q2r2, p3q2rs, p2qrst, p4q3r, p4q2rs, p5q2rs, p3q2r2s, and p2q2rst. The re-
spective sample sizes are 209,867, 168, 17,459, 206,964, 92,966, 574, 310, 6,185,
55,930, 167, 94, 2,735, 18,387, 10,282, 152, 6,648, 12,753, 867, 2,585, 1,087, 618,
and 2,825. This accounts for about 65.0% of the zn values less than or equal to
1,000,000. (The ratio of the number of zn values that failed the Lilliefors test
to those that passed is about 2.496 (649,623/260,269)). Excluding the groups
that almost passed (at n values of the forms p3q and pqr) reduces this to about
42.5%. For the groups with a sample size less than 5,000, the null hypothesis is
also rejected by the Shapiro-Wilk normality test. In addition, the Shapiro-Wilk
test rejects the null hypothesis for the group at n values of the form p2q2r2s
(consisting of 683 elements).

The δn + δn+1 values approach their asymptotic behavior more slowly than the
δn values. In the following, adjacent zn values are added after they are grouped.
Groups that pass (but previously failed) the Lilliefors test are at n values of the
forms p3q, pqr, p8q, p9q, p2qrs, p10q, p11q, p4q2r, pqrst, p2q2rs, p3q2r2, p2qrst,
p4q3r, p4q2rs, p5q2rs, p3q2r2s, and p2q2rst. The respective sample sizes are
17,458, 206,963, 573, 309, 55,929, 167, 93, 2,734, 18,386, 10,281, 151, 12,752,
866, 2,584, 1,086, 617, and 2,824. This accounts for about 33.4% of the zn
values less than or equal to 1,000,000. Groups that fail (but previously passed)
the Lilliefors test are at n values of the forms p3qrs, p6qrs, and p7qrs. The re-
spective sample sizes are 19,537, 1,464, and 632. This accounts for about 2.2%
of the zn values less than or equal to 1,000,000.

For a normal probability fit of the 8,114 zn + zn+1 values for n ≤ 1, 000, 000
and at n values of the form p4q, the mean is 0.1025 with a 95% confidence
interval of (0.0846, 0.1204) and the standard deviation is 0.8221 with a 95%
confidence interval of (0.8096, 0.8349). See Figure (13) for a quantile-quantile
plot of these sorted zn + zn+1 values and the corresponding F−1 values. For
a linear least-squares fit of the curve, the slope is 0.999 with a 95% confi-
dence interval of (0.9986, 0.9993), the y-intercept is 0.0001363 with a 95% con-
fidence interval of (−0.0001379, 0.00041061), SSE=1.269, R-squared=0.9998,
and RMSE=0.01251. At a significance level of 0.05, the null hypothesis is not
rejected by the Lilliefors test. The P-value is NaN, the test statistic is 0.0076,
and the critical value is 0.0098.

For a normal probability fit of the 287 zn+zn+1 values for n ≤ 1, 000, 000 and at
n values of the form p2q2, the mean is −0.0478 with a 95% confidence interval
of (−0.1357, 0.0401) and the standard deviation is 0.7565 with a 95% confi-
dence interval of (0.6992, 0.8240). See Figure (14) for a quantile-quantile plot
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of these sorted zn + zn+1 values and the corresponding F−1 values. For a linear
least-squares fit of the curve, the slope is 0.9819 with a 95% confidence interval
of (0.973, 0.9908), the y-intercept is −0.0008932 with a 95% confidence interval
of (−0.007617, 0.005831), SSE=0.9507, R-squared=0.994, and RMSE=0.05776.
At a significance level of 0.05, the null hypothesis is not rejected by the Lilliefors
test. The P-value is NaN, the test statistic is 0.0285, and the critical value is
0.0523.

For a normal probability fit of the 4,016 zn + zn+1 values for n ≤ 1, 000, 000
and at n values of the form p5q, the mean is 0.1644 with a 95% confidence
interval of (0.1392, 0.1896) and the standard deviation is 0.8146 with a 95%
confidence interval of (0.7972, 0.8328). See Figure (15) for a quantile-quantile
plot of these sorted zn + zn+1 values and the corresponding F−1 values. For
a linear least-squares fit of the curve, the slope is 0.9982 with a 95% confi-
dence interval of (0.9977, 0.9987), the y-intercept is 0.0002639 with a 95% con-
fidence interval of (−0.0001542, 0.0006821), SSE=0.7046, R-squared=0.9997,
and RMSE=0.01325. At a significance level of 0.05, the null hypothesis is not
rejected by the Lilliefors test. The P-value is NaN, the test statistic is 0.0075,
and the critical value is 0.0140.

For a normal probability fit of the 196 zn + zn+1 values for n ≤ 1, 000, 000 and
at n values of the form p3q2, the mean is 0.0417 with a 95% confidence interval
of (−0.0661, 0.1495) and the standard deviation is 0.7650 with a 95% confi-
dence interval of (0.6960, 0.8493). See Figure (16) for a quantile-quantile plot
of these sorted zn + zn+1 values and the corresponding F−1 values. For a linear
least-squares fit of the curve, the slope is 0.9759 with a 95% confidence interval
of (0.9642, 0.9876), the y-intercept is 0.0009936 with a 95% confidence interval
of (−0.007951, 0.009938), SSE=0.7798, R-squared=0.9929, and RMSE=0.0634.
At a significance level of 0.05, the null hypothesis is not rejected by the Lilliefors
test. The P-value is NaN, the test statistic is 0.0511, and the critical value is
0.0633.

For a normal probability fit of the 87,337 zn + zn+1 values for n ≤ 1, 000, 000
and at n values of the form p2qr, the mean is 0.0886 with a 95% confidence
interval of (0.0801, 0.0972) and the standard deviation is 1.2953 with a 95%
confidence interval of (1.2893, 1.3014). See Figure (17) for a quantile-quantile
plot of these sorted zn + zn+1 values and the corresponding F−1 values. For a
linear least-squares fit of the curve, the slope is 0.9998 with a 95% confidence
interval of (0.9998, 0.9999), the y-intercept is −3.539 · 10−5 with a 95% confi-
dence interval of (−8.266 · 10−5, 1.188 · 10−5), SSE=4.416, R-squared=1, and
RMSE=0.007111. At a significance level of 0.05, the null hypothesis is not re-
jected by the Lilliefors test. The P-value is NaN, the test statistic is 0.0022, and
the critical value is 0.0030.
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3 The Ensemble of Normal Probability Distri-
butions for Zeros Higher on the Line x = 1/2

A difficulty with computing zn values for zeta function zeros higher on the
line x = 1/2 is that all the zeros up to that height must be available. For
1, 000, 001 ≤ n ≤ 2, 000, 000, the null hypothesis is rejected by the Lilliefors test
for groups at n values of the forms pq, pqrs, p2q2r, p2qrs, p3qrs, pqrst, p5q3r,
p3qrst, and p3q2r2s. The respective test statistics and critical values are (0.0034,
0.0020), (0.0032, 0.0027), (0.0104, 0.0104), (0.0049, 0.0036), (0.0073, 0.0060),
(0.0063, 0.0057), (0.0505, 0.0487), (0.0137, 0.0121), and (0.0429, 0.0364). See
Figures (18) through (26) for quantile-quantile plots of these groups. The re-
spective slopes of the reference lines are 0.9999, 0.9998, 0.9998, 0.9997, 0.9995,
0.9995, 0.9822, 0.9983, and 0.9879. The respective y-intercepts are −3.33 ·
10−5, 8.459 · 10−6, 5.28 · 10−5, 3.217 · 10−6, 3.84 · 10−5, 0.0001036, −0.0006766,
0.0002712, and 0.0002291. The respective R-squared values are 0.9999, 0.9998,
0.9996, 0.9997, 0.9997, 0.9997, 0.9915, 0.9991, and 0.9927. The respective sam-
ple sizes are 197,194, 104,322, 7,322, 60,656, 21,543, 24,568, 331, 5,398, and 593.
This accounts for about 42.2% of the zn values between 1,000,001 and 2,000,000.
Excluding the group that almost passed (at n values of the form p2q2r) reduces
this to about 41.5%. The ratio of the number of zn values that failed the Lil-
liefors test to those that passed is about 0.8756 (422,065/482,018). This is a
substantial improvement over the 65.0% that were rejected for zn values less
than or equal to 1,000,000. For 1, 000, 001 ≤ n ≤ 2, 000, 000, about 90.4% of
the zn values are in the ensemble. This is slightly less than the percentage for
n ≤ 1, 000, 000, so a better measure of the improvement is the fail/pass ratio
(2.496 for n ≤ 1, 000, 000).

For 2, 000, 001 ≤ n ≤ 3, 000, 000, the null hypothesis is rejected by the Lil-
liefors test for groups at n values of the forms pq, p2q, pqrs, p2qrs, p3qrs,
p2q2rs, p2qrst, and p7q2r. The respective test statistics and critical values are
(0.0034, 0.0020), (0.0050, 0.0046), (0.0048, 0.0027), (0.0048, 0.0036), (0.0069,
0.0060), (0.0092, 0.0087), (0.0068, 0.0065), and (0.0560, 0.0549). See Figures
(27) through (34) for quantile-quantile plots of these groups. The respective
slopes of the reference lines are 0.9998, 0.9997, 0.9998, 0.9997, 0.9994, 0.999,
0.9993, and 0.9748. The respective y-intercepts are −5.486 · 10−5, 2.171 · 10−5,
4.304 · 10−5, 6.58 · 10−5, 0.0001029, 0.0001181, 9.935 · 10−5, and 0.0004454. The
respective R-squared values are 0.9999, 0.9999, 0.9998, 0.9997, 0.9997, 0.9995,
0.9995, and 0.9825. The respective sample sizes are 193,116, 36,632, 108,253,
61,819, 22,100, 10,485, 18,761, and 260. This accounts for about 45.1% of the
zn values between 2,000,001 and 3,000,000. Excluding the group that almost
passed (at n values of the form p2qrst) reduces this to about 43.3%. The ratio
of the number of zn values that failed the Lilliefors test to those that passed is
about 0.976 (451,426/462,489). For 2, 000, 001 ≤ n ≤ 3, 000, 000, about 91.4%
of the zn values are in the ensemble.
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For 3, 000, 001 ≤ n ≤ 4, 000, 000, the null hypothesis is rejected by the Lil-
liefors test for groups at n values of the forms pq, p2, p3q, pqr, p4q, p4q2,
pqrs, p7q, p2q2r, p3q2r, p2qrs, pqrst, and p3q2rs. The respective test statis-
tics and critical values are (0.0044, 0.0020), (0.2009, 0.1519), (0.0075, 0.0075),
(0.0022, 0.0019), (0.0111, 0.0110), (0.1938, 0.1832), (0.0032, 0.0027), (0.0315,
0.0309), (0.0116, 0.0108), (0.0144, 0.0129), (0.0046, 0.0035), (0.0060, 0.0053),
and (0.0128, 0.0107). See Figures (35) through (47) for quantile-quantile plots
of these groups. The respective slopes of the reference lines are 0.9998, 0.8576,
0.9992, 1, 0.9985, 0.8731, 0.9999, 0.9914, 0.9987, 0.9981, 0.9997, 0.9996, and
0.9985. The respective y-intercepts are −1.64 · 10−5, −0.01312, 3.608 · 10−5,
−3.154 · 10−5, 4.868 · 10−5, −0.01215, −1.583 · 10−5, 0.001011, 5.006 · 10−5,
6.088 ·10−5, 4.512 ·10−5, 3.828 ·10−5, and 0.0001901. The respective R-squared
values are 0.9998, 0.8613, 0.9997, 1, 0.9992, 0.9454, 0.9999, 0.9956, 0.9995,
0.9992, 0.9997, 0.9997, and 0.9992. The respective sample sizes are 190,506, 34,
14,110, 209,072, 6,499, 22, 110,409, 824, 6,695, 4,753, 62,558, 28,451, and 6,913.
This accounts for about 64.1% of the zn values between 3,000,001 and 4,000,000.
Excluding the groups that almost passed (at n values of the forms p3q, pqr, and
p4q) reduces this to about 41.1%. There is little deviation from the reference
lines for the groups at n values of the forms pqr and pqrs. The ratio of the
number of zn values that failed the Lilliefors test to those that passed is about
2.345 (640,846/273,283). For 3, 000, 001 ≤ n ≤ 4, 000, 000, about 91.4% of the
zn values are in the ensemble.

For 4, 000, 001 ≤ n ≤ 5, 000, 000, the null hypothesis is rejected by the Lilliefors
test for groups at n values of the forms pq, pqrs, p4qr, p2qrs, p3qrs, pqrst, and
p2q2rs. The respective test statistics and critical values are (0.0039, 0.0020),
(0.0041, 0.0026), (0.0090, 0.0076), (0.0046, 0.0035), (0.0061, 0.0059), (0.0092,
0.0051), and (0.0089, 0.0087). See Figures (48) through (54) for quantile-
quantile plots of these groups. The respective slopes of the reference lines are
0.9985, 0.9999, 0.9994, 0.9997, 0.9995, 0.9995, and 0.999. The respective y-
intercepts are −6.096 · 10−5, 3.534 · 10−5, 0.0001049, −2.306 · 10−5, 4.244 · 10−5,
0.0001044, and 0.0001469. The respective R-squared values are 0.9999, 0.9999,
0.9998, 0.9998, 0.9997, 0.9996, and 0.9994. The respective sample sizes are
188,260, 111,897, 13,546, 63,148, 22,640, 29,655, and 10,342. This accounts for
about 43.9% of the zn values between 4,000,001 and 5,000,000. Excluding the
groups that almost passed (at n values of the forms p3qrs and p2q2rs) reduces
this to about 40.6%. There is little deviation from the reference line for the
group at n values of the form p2qrs. The ratio of the number of zn values that
failed the Lilliefors test to those that passed is about 0.9260 (439,448/474,583).
For 4, 000, 001 ≤ n ≤ 5, 000, 000, about 91.4% of the zn values are in the en-
semble.

For 5, 000, 001 ≤ n ≤ 6, 000, 000, the null hypothesis is rejected by the Lillifors
test for zn values at n values of forms pq, pqr, pqrs, p7q, p2qrs, p2q2rs, and
p2qrst. The respective test statistics and critical values are (0.0034, 0.0020),
(0.0024, 0.0019), (0.0036, 0.0026), (0.0315, 0.0314), (0.0046, 0.0035), (0.0089,
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0.0087), and (0.0065, 0.0061). The null hypothesis is not rejected by the Shapiro-
Wilk test for the group at n values of the form p7q. See Figures (55) through
(61) for quantile-quantile plots of these groups. The respective slopes of the
reference lines are 0.9998, 1, 0.9999, 0.9927, 0.9998, 0.9991, and 0.9995. The
respective y-intercepts of the reference lines are −4.225 · 10−5, −1.291 · 10−5,
4.015 ·10−5, 0.0005051, 6.973 ·10−5, 9.926 ·10−5, and 0.0001058. The respective
R-squared values are 0.9999, 1, 0.999, 0.9988, 0.9999, 0.9997, and 0.9998. The
respective sample sizes are 187,276, 208,604, 113,555, 795, 63,377, 10,400, and
21,108. This accounts for about 60.5% of the zn values between 5,000,001 and
6,000,000. Excluding the groups that almost passed (at n values of the forms
pqr, p7q, p2q2rs, and p2qrst) reduces this to about 36.4%. There is little devia-
tion from the reference lines for the groups at n values of the forms pq and pqr.
The ratio of the number of zn values that failed the Lilliefors test to those that
passed is about 1.9571 (605,115/309,195). For 5, 000, 001 ≤ n ≤ 6, 000, 000,
about 91.4% of the zn values are in the ensemble.

For 6, 000, 001 ≤ n ≤ 7, 000, 000, the null hypothesis is rejected by the Lillifors
test for zn values at n values of forms pq, p5q, pqrs, p2qrs, p11q, p3q3r, pqrst, and
p3q2r2s. The respective test statistics and critical values are (0.0033, 0.0021),
(0.0187, 0.0162), (0.0028, 0.0026), (0.0051, 0.0035), (0.1306, 0.1163), (0.0449,
0.0329), (0.0066, 0.0050), and (0.0403, 0.0394). See Figures (62) through (69)
for quantile-quantile plots of these groups. The respective slopes of the refer-
ence lines are 0.9999, 0.9975, 0.9999, 0.9997, 0.9393, 0.9909, 0.9995, and 0.9886.
The respective y-intercepts of the reference lines are 1.869 · 10−5, 0.0001429,
2.921·10−6, 5.509·10−5, 0.0004251, −0.0002774, 3.099·10−5, and 0.0007343. The
respective R-squared values are 0.9999, 0.9992, 0.9999, 0.9998, 0.9814, 0.9961,
0.9996, and 0.9964. The respective sample sizes are 185,638, 2,996, 114,326,
63,670, 58, 725, 31,253, and 506. This accounts for about 39.9% of the zn val-
ues between 6,000,001 and 7,000,000. Excluding the group that almost passed
(at n values of the form pqrs) reduces this to about 28.5%. The ratio of the
number of zn values that failed the Lilliefors test to those that passed is about
0.7752 (399,172/514,949). For 6, 000, 001 ≤ n ≤ 7, 000, 000, about 91.4% of the
zn values are in the ensemble.

For 7, 000, 001 ≤ n ≤ 8, 000, 000, the null hypothesis is rejected by the Lillifors
test for zn values at n values of forms pq, pqr, pqrs, p2qrs, p4q2r, pqrst, p2q2rs,
and p3q3rs. The respective test statistics and critical values are (0.0036, 0.0021),
(0.0022, 0.0019), (0.0038, 0.0026), (0.0045, 0.0035), (0.0223, 0.0204), (0.0056,
0.0050), (0.114, 0.0088), and (0.0307, 0.0276). See Figures (70) through (77)
for quantile-quantile plots of these groups. The respective slopes of the refer-
ence lines are 0.9999, 0.9999, 0.9998, 0.9998, 0.9961, 0.9996, 0.9988, and 0.9921.
The respective y-intercepts of the reference lines are 2.729 · 10−5, −2.123 · 10−5,
−1.139 · 10−5, 2.311 · 10−5, 4.667 · 10−5, 3.697 · 10−5, 0.000131, and 0.0006379.
The respective R-squared values are 0.9998, 1, 0.9999, 0.9998, 0.9986, 0.9997,
0.999, and 0.9948. The respective sample sizes are 184,760, 208,784, 115,239,
64,000, 1,893, 31,885, 10,232, and 1,034. This accounts for about 61.8% of the
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zn values between 7,000,001 and 8,000,000. Excluding the group that almost
passed (at n values of the form pqr) reduces this to about 40.9%. The ratio
of the number of zn values that failed the Lilliefors test to those that passed is
about 2.0844 (617,827/296,399). For 7, 000, 001 ≤ n ≤ 8, 000, 000, about 91.4%
of the zn values are in the ensemble.

For 8, 000, 001 ≤ n ≤ 9, 000, 000, the null hypothesis is rejected by the Lilli-
fors test for zn values at n values of forms pq, pqr, pqrs, p2qrs, p5qr, p3qrs,
p2qrst, and p2q2r2s. The respective test statistics and critical values are (0.0035,
0.0021), (0.0023, 0.0019), (0.0037, 0.0026), (0.0046, 0.0035), (0.0113, 0.0112),
(0.0062, 0.0058), (0.0061, 0.0059), and (0.0403, 0.0384). See Figures (78) through
(85) for quantile-quantile plots of these groups. The respective slopes of the
reference lines are 0.9999, 0.9999, 0.9999, 0.9998, 0.9986, 0.9995, 0.9995, and
0.9879. The respective y-intercepts of the reference lines are 2.113 · 10−5,
2.059 · 10−6, 1.198 · 10−5, 4.654 · 10−5, 0.0001626, 9.364 · 10−5, 4.307 · 10−5,
and 0.001257. The respective R-squared values are 0.9999, 1, 0.9999, 0.9999,
0.9997, 0.9996, 0.9997, and 0.9943. The respective sample sizes are 183,836,
308653, 115,969, 64,205, 6,235, 23,148, 22,238, and 531. This accounts for
about 62.5% of the zn values between 8,000,001 and 9,000,000. Excluding the
groups that almost passed (at n values of the forms pqr, p5qr, p3qrs, and p2qrst)
reduces this to about 36.5%. The ratio of the number of zn values that failed
the Lilliefors test to those that passed is about 2.1599 (624,815/289,277). For
8, 000, 001 ≤ n ≤ 9, 000, 000, about 91.4% of the zn values are in the ensemble.

For 9, 000, 001 ≤ n ≤ 10, 000, 000, the null hypothesis is rejected by the Lillifors
test for zn values at n values of forms pq, p2q, p5q, pqrs, p2q2r, p3q2r, p4q2r,
p2qrst, and p4q2rs. The respective test statistics and critical values are (0.0034,
0.0021), (0.0050, 0.0049), (0.0175, 0.0165), (0.0037, 0.0026), (0.0116, 0.0114),
(0.0184, 0.0136), (0.0207, 0.0205), (0.0078, 0.0059), and (0.0196, 0.0167). See
Figures (86) through (94) for quantile-quantile plots of these groups. The re-
spective slopes of the reference lines are 0.9998, 0.9996, 0.9972, 0.9998, 0.9986,
0.9976, 0.9962, 0.9995, and 0.9966. The respective y-intercepts of the refer-
ence lines are 1.587 ·10−5, −1.593 ·10−5, 0.0002491, −2.49 ·10−5, −5.731 ·10−5,
−2.883·10−5, 6.592·10−5, 7.014·10−5, and 0.0004226. The respective R-squared
values are 0.9998, 0.9999, 0.9987, 0.9999, 0.9996, 0.9985, 0.9989, 0.9996, and
0.9977. The respective sample sizes are 183,425, 32,995, 2,881, 116,952, 6,062,
4,271, 1,860, 22,758, and 2,815. This accounts for about 37.4% of the zn values
between 9,000,001 and 10,000,000. Excluding the groups that almost passed
(at n values of the forms p2q, p2q2r, and p4q2r) reduces this to about 33.3%.
The ratio of the number of zn values that failed the Lilliefors test to those that
passed is about 0.6924 (374,019/540,211). For 9, 000, 001 ≤ n ≤ 10, 000, 000,
about 91.4% of the zn values are in the ensemble.

Hervé and Molin [4] give the formula .895
fN

, fN = .83+N√
N
− .01, N > 50, where

N is the sample size for the critical value of the Lilliefors test at a confi-
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dence level of 0.05. For large sample sizes, fN is approximately equal to√
N . For 1 ≤ n ≤ 1, 000, 000, 1, 000, 001 ≤ n ≤ 2, 000, 000, 2, 000, 001 ≤

n ≤ 3, 000, 000, 3, 000, 001 ≤ n ≤ 4, 000, 000, 4, 000, 001 ≤ n ≤ 5, 000, 000,
5, 000, 001 ≤ n ≤ 6, 000, 000, 6, 000, 001 ≤ n ≤ 7, 000, 000, 7, 000, 001 ≤ n ≤
8, 000, 000, 8, 000, 001 ≤ n ≤ 9, 000, 000, and 9, 000, 001 ≤ n ≤ 10, 000, 000 the
respective percentages of the zn values that failed the Lilliefors test (exclud-
ing groups that almost passed) are 42.5%, 41.5%, 43.3%, 41.1%, 40.6%, 36.4%,
28.5%, 40.9%, 36.5%, and 33.3%. The rejection rate appears to be decreasing,
but the evidence is not that conclusive. The respective percentages of the zn
values that are in the ensemble are 91.0%, 90.4%, 91.4%, 91.4%, 91.4%, 91.4%,
91.4%, 91.4%, 91.4%, and 91.4%. Although this percentage is almost constant,
the relative number of zn values in the group at n values of the form pq (and
other groups where n has a simple factorization) is decreasing. See Figure (95)
for a plot of the number of zn values in the groups at n values of the forms pq,
p2q, p3q, pqr, p2qr, and p3qr. Except for the group at n values of the form pqr,
the number of zn values in the groups is decreasing. See Figure (96) for a plot
of the number of zn values in the groups at n values of the forms pqrs, p2qrs,
p3qrs, pqrst, p2q2rs, and p2qrst. Except for the group at n values of the form
p2q2rs, the number of zn values in the groups is increasing.

4 Ensembles of Normal Probability Distributions
with Different Sampling Intervals

For sampling intervals of 1,000,000, the Lilliefors test rejects the null hypothe-
sis for the group of zn values at n values of the form pq for each interval of n
values up to (9,000,001, 10,000,000). For sampling intervals of 1,000,000, the
Lilliefors test rejects the null hypothesis for the group of zn values at n values
of the form pqrs for each interval of n values up to (9,000,001, 10,000,000).
For sampling intervals of 1,000,000, the Lilliefors test rejects the null hypoth-
esis for the group of zn values at n values of the form p2qrs for each interval
of n values up to (8,000,001, 9,000,000). Reducing the sampling interval to
250,000 reduces the rejection rate. For the group of zn values at n values
of the form pq and for the corresponding sampling intervals up to (3,750,001,
4,000,000), the test statistics and critical values are (0.0036, 0.0037), (0.0042,
0.0039), (0.0039, 0.0039), (0.0033, 0.0039), (0.0042, 0.0040), (0.0038, 0.0040),
(0.0053, 0.0040), (0.0050, 0.0040), (0.0040, 0.0040), (0.0032, 0.0040), (0.0037,
0.0040), (0.0057, 0.0040), (0.0067, 0.0041), (0.0055, 0.0041), (0.0039, 0.0041),
and (0.0059, 0.0041). Reducing the sampling interval by 75% reduces the re-
jection rate to about 43.3% (342,171/790,682). The respective sample sizes are
55,831, 52,368, 51,226, 50,441, 49,817, 49,405, 49,239, 48,733, 48,573, 48,497,
48,082, 47,964, 47,681, 47,816, 47,498, and 47,511. For the group of zn values
at n values of the form pqrs and for the corresponding sampling intervals up to
(3,750,001, 4,000,000), the test statistics and critical values are (0.0062, 0.0063),
(0.0068, 0.00058), (0.0079, 0.0057), (0.0051, 0.0056), (0.0065, 0.0055), (0.0040,
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0.0055), (0.0047, 0.0054), (0.0043, 0.0055), (0.0064, 0.0054), (0.0057, 0.0054),
(0.0062, 0.0054), (0.0054, 0.0054), (0.0044, 0.0054), (0.0046, 0.0054), (0.0069,
0.0053), and (0.0041, 0.0053). Reducing the sampling interval by 75% reduces
the rejection rate to about 50.3% (209,341/415,950). The respective sample
sizes are 20,013, 23,352, 24,460, 25,141, 25,567, 25,901, 26,454, 26,400, 26,763,
27,104, 27,082, 27,304, 27,228, 27,639, 27,709, and 27,833. For the group of zn
values at n values of the form p2qrs and for the corresponding sampling intervals
up to (3,750,001, 4,000,000), the test statistics and critical values are (0.0103,
0.0079), (0.0065, 0.0075), (0.0063, 0.0073), (0.0074, 0.0073), (0.0080, 0.0072),
(0.0076, 0.0072), (0.0061, 0.0072), (0.0049, 0.0071), (0.0072, 0.0071), (0.0085,
0.0071), (0.0060, 0.0071), (0.0061, 0.0071), (0.0048, 0.0071), (0.0056, 0.0071),
(0.0071, 0.0071), and (0.0062, 0.0071). Reducing the sampling interval by 75%
reduces the rejection rate to about 43.1% (103,859/240,963). The respective
sample sizes are 12,49, 14,084, 14,535, 148,832, 14,973, 15,142, 15,157, 15,384,
15,386, 15,428, 15,426, 15,579, 15,609, 15,725, 15,619, and 15,605. Reducing the
sampling interval to 100,000 reduces the rejection rate more. For the group of zn
values at n values of the form pq and for the corresponding sampling intervals up
to (4,900,001, 5,000,000), the rejection rate is about 33.4% (327,316/978,943).

For the group of zn values at n values of the form p2q2rs and for sampling
intervals of 1,000,000 up to (4,000,001, 5,000,000), the rejection rate of the
Lilliefors test is about 59.8% (31,109/52,064). For the group of zn values
at n values of the form p2qrst and for sampling intervals of 1,000,000 up to
(4,000,001, 5,000,000), the rejection rate is about 35.5% (31,514/88,838). For
the group of zn values at n values of the form pqr and for sampling inter-
vals of 1,000,000 up to (4,000,001, 5,000,000), the rejection rate is about 39.9%
(416,036/1,043,468). For the group of zn values at n values of the form pqrst
and for sampling intervals of 1,000,000 up to (4,000,001, 5,000,000), the rejec-
tion rate is about 79.0% (101,061/127,887). Reducing the sampling interval to
500,000 reduces the rejection rate. For the group of zn values at n values of
the form p2q2rs and for the corresponding sampling intervals up to (4,500,001,
5,000,000), the test statistics and critical values are (0.0135, 0.0125), (0.0103,
0.0122), (0.0102, 0.0122), (0.0066, 0.0122), (0.0121, 0.0122), (0.0074, 0.0122),
(0.0137, 0.0123), (0.0076, 0.0122), (0.0103, 0.0123, and (0.0087, 0.0123). The
corresponding sample sizes are 5,015, 5,256, 5,255, 5,245, 5,240, 5,166, 5,278,
5,189, and 5,153. Reducing the sampling interval by 50% reduces the rejection
rate to about 19.6% (10,181/52,064). For the group of zn values at n values of
the form p2qrst and for the corresponding sampling intervals up to (4,500,001,
5,000,000), the test statistics and critical values are (0.0092, 0.0122), (0.0121,
0.0103), (0.0086, 0.0097, (0.0060, 0.0094), (0.0078, 0.0092), (0.0075, 0.0091),
(0.0065, 0.0090), (0.0062, 0.0088), (0.0054, 0.0088), and (0.0083, 0.0088). The
corresponding sample sizes are 5,282, 7,471, 8,288, 8,818, 9,264, 9,497, 9,718,
10,052, 10,201, and 10,247. Reducing the sampling interval by 50% reduces
the rejection rate to about 8.4% (7,471/88,838). For the group of zn values
at n values of the form pqr and for the corresponding sampling intervals up to
(4,500,001, 5,000,000), the test statistics and critical values are (0.0027, 0.0028),
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(0.0020, 0.0027), (0.0022, 0.0027), (0.0016, 0.0027), (0.0020, 0.0027), (0.0014,
0.0027), (0.0032, 0.0027), (0.0017, 0.0027), 0.0022, 0.0027), and (0.0019, 0.0027).
The corresponding sample sizes are 102,731, 104,233, 104,659, 104,503, 104,354,
104,646, 104,622, 104,450, 104,506, and 104,764. Reducing the sampling in-
terval by 50% reduces the rejection rate to about 10.0% (104,611/1,043,468).
For the group of zn values at n values of the form pqrst and for the corre-
sponding sampling intervals up to (4,500,001, 5,000,000), the test statistics and
critical values are (0.0125, 0.0101), (0.0060, 0.0086), (0.0062, 0.0081), (0.0066,
0.0079), (0.0080, 0.0077), (0.0050, 0.0076), (0.0074, 0.0075), (0.0074, 0.0074),
(0.0088, 0.0073), and (0.0111, 0.0072). The corresponding sample sizes are
7,713, 10,674, 11,904, 12,664, 13,142, 13,684, 14,115, 14,336, 14,624, and 15,031.
Reducing the sampling interval by 50% reduces the rejection rate to about 39.5%
(50,510/127,887). Reducing the sampling interval to 200,000 reduces the rejec-
tion rate more. For the group of zn values at n values of the form pqrst and for
the corresponding sampling intervals up to (4,800,001, 5,000,000), the rejection
rate is about 28.6% (36,577/127,887).

For some groups of zn values, larger sampling intervals can be used. For n less
than or equal to 10,000,000, the null hypothesis is not rejected by the Lillifors
test for zn values at n values of forms p2q2, p3q2, p4q2, p2q2r2, and p3q2r2.
The respective test statistics and critical values are (0.0155, 0.0300), (0.0250,
0.0383), (0.0294, 0.0528), (0.0271, 0.0393), and (0.0369, 0.0382). The respective
sample sizes are 875, 536, 282, 509, and 539.

5 Another Ensemble of Normal Probability Dis-
tributions

The ensemble consists of 83 groups of zn values at n values of the forms p3,
p4, p3q3, p5q2, p6q2, p5q3, p7q2, p12q, p6q3, p4q4, p13q, p14q, p9q2, p8q2, p5q4,
p7q2, p10q2, p6q4, p16q, p15q, p3q3r2, p4q2r2, p10qr, p11q2, p8q3, p7q4, p6q5, p5q5,
p17q, p18q, p11qr, p12q2, p9q3, p8q4, p7q5, p4q3r2, p5q2r2, p12qr, p13q2, p10q3,
p9q4, p8q5, p8q2r, p3q3r3, p19q, p7q3r, p6q2r2, p9q2r, p7q6, p10q4, p11q3, p14q2,
p13qr, p8qrs, p10q2r, p8q3r, p5q3r2, p7q2r, p14qr, p12q3, and p15q2, p19q, p9qrs,
p3q2rst, p11q2r, p9q3r, p8q2r2, p7q3r2, p6q2rs, p4q2r2s, p2q2r2r2, p14qr, p4qrst,
p2q2r2st, p5q2q2s, p5q2rs, p4q3rs, p4q4rs, p4q2r2s, p7q2rs, and p2qrstu. For
1 ≤ n ≤ 10, 000, 000, the respective sample sizes are 47, 16, 65, 178, 117, 39, 82,
367, 28, 15, 200, 111, 41, 57, 20, 20, 29, 14, 35, 61, 184, 285, 1,923, 21, 15, 10,
8, 6, 20, 11, 972, 15, 11, 8, 6, 188, 164, 477, 11, 9, 5, 4, 1,351, 19, 7, 733, 100,
717, 4, 4, 6, 8, 239, 3,911, 382, 380, 108, 62, 116, 6, 4, 4, 6, 7, 1,775, 25830, 203,
199, 39, 43, 5,583, 2,200, 93, 116, 24,192, 4,052, 988, 3,226, 7,791, 1,355, 2,200,
2,586, and 22,852. For 1 ≤ n ≤ 10, 000, 000, the null hypothesis is rejected by
the Lillifors test for zn values at n values of the forms p12q, p13q, p14q, p3q3r2,
p4q2r2, p8q4, p7q5, p4q3r2, p5q2r2, p9q4, p8q5, p6q2r2, p10q4, p11q3, p5q3r2,
p7q2r2, p12q3, p11q4, p9q5, p3q2rst, p7q3r2, p4qrst, p2q2r2st, and p2qrstu. The
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respective test statistics and critical values are (0.0505, 0.0462), (0.0666, 0.0626),
(0.0854, 0.0841), (0.0896, 0.0653), (0.0540, 0.0525), (0.2909, 0.2850), (0.3477,
0.3190), (0.1011, 0.0646), (0.0730, 0.0692), (0.3960, 0.3370), (0.04100, 0.3810),
(0.1012, 0.0886), (0.4100, 0.3810), (0.3240, 0.3190), (0.1225, 0.0853), (0.1251,
0.1125), (0.3240, 0.3190), (0.4100, 0.3810), (0.4100, 0.3810), (0.0070, 0.0055),
(0.1725, 0.1351), (0.0063, 0.0057), (0.0157, 0.0139), and (0.0086, 0.0059). See
Figures (97) through (120) for the quantile-quantile plots of these sorted zn
values and the corresponding F−1 values. The respective slopes of the refer-
ence lines are 0.9839, 0.9725, 0.9538, 0.9679, 0.9796, 0.7616, 0.6847, 0.9741,
0.9729, 0.6219, 0.5832, 0.96, 0.5832, 0.7091, 0.9583, 0.9413, 0.7091, 0.5832,
0.5832, 0.9996, 0.9142, 0.9995, 0.9979, 0.9995. The respective y-intercepts of the
reference lines are 0.002664, 0.004333, 0.008823, 0.003351, 0.001379, 0.0005612,
−0.009821, 0.002242, 0.003757, 0.02662, 0.06879, 0.005686, 0.06879, 0.04205,
0.00696, 0.009502, 0.04205, 0.06879, 0.06879, 7.249 · 10−5, 0.01255, 5.581 · 10−5,
−0.0001115, and −8.515 · 10−6. The respective R-squared values are 0.9926,
0.9854, 0.9707, 0.9788, 0.9898, 0.8905, 0.7853, 0.9906, 0.9931, 0.6898, 0.6603,
0.9887, 0.6603, 0.8425, 0.9811, 0.9805, 0.8031, 0.6603, 0.6603, 0.9998, 0.9545,
0.9998, 0.9991, and 0.9998. The respective sample sizes are 367, 200, 111, 184,
285, 8, 6, 188, 164, 5, 4, 100, 4, 6, 108, 62, 6, 4, 4, 25,830, 43, 24,192, 4,052, and
22,852. Some of the groups with small sample sizes have the same zn values.
Excluding the groups at n values of the forms p3q2rst, p4qrst, and p2qrstu, the
rejection rate is about 12.71% (5,911/46,518). The groups at n values of the
forms p3q2rst, p4qrst, and p2qrstu have a combined sample size of 72,874.

6 Minima and Maxima in the
∑
i|n(γi+1 − γi)µ(i)

Distribution

Let ln denote the minimum of the
∑
i|n(γi+1−γi)µ(i) distribution. ln is a slowly

decreasing step function with an initial value of γ2−γ1. For n less than 500,000,
ln decreases in value at n = 2, 3, 6, 15, 195, 435, 615, 1590, 4305, 4,935, 7,995,
17,355, 32,595, 72,615, 228,165, and 261,555. The prime factorizations of these
values are 2, 3, 2·3, 3 · 5, 3 · 5 · 13, 3 · 5 · 29, 3 · 5 · 41, 2 · 3 · 5 · 53, 3 · 5 · 7 · 41,
3 · 5 · 7 · 47, 3 · 5 · 13 · 41, 3 · 5 · 13 · 89, 3 · 5 · 41 · 53, 3 · 5 · 47 · 103, 3 · 5 · 7 · 41 · 53,
and 3 · 5 · 7 · 47 · 53 respectively. The values are square-free and the number
of prime factors is non-decreasing. The corresponding ln values are 2.898497,
1.473297, 0.817020, −1.210552, −2.2385884, −2.584503, −3.612455, −3.717184,
−3.834182, −4.450978, −5.171634, −5.675754, −6.993299, −7.754984, −8.439405,
and −8.711062. The values of n that are the products of 2, 2 ·3, 2 ·3 ·5, 2 ·3 ·5 ·7,
2 · 3 · 5 · 7 · 11, ... are 2, 6, 30, 210, 2,310, 30,030, .... The above value of 195
is between 30 and 210, the above values of 435, 615, 1,590 are between 210 and
2,310, the above values of 4,305, 4,935, 7995, and 17,355 are between 2,310, and
30,030, etc. This is useful in determining how frequently ln will decrease in value.

Let gn denote the maximum of the
∑
i|n(γi+1 − γi)µ(i) distribution. gn is a
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slowly increasing step function with an initial value of γ2 − γ1. For n less
than 500,000, gn increases in value at n = 2, 1,806, 6,118, 17,822, 25,802,
34,314, 70,518, 131,838, 186,018, 204,078, 213,486, and 364,182. The prime
factorizations of these values are 2, 2 · 3 · 7 · 43, 2 · 7 · 19 · 23, 2 · 7 · 19 · 67,
2 · 7 · 19 · 97, 2 · 3 · 7 · 19 · 43, 2 · 3 · 7 · 23 · 73, 2 · 3 · 7 · 43 · 73, 2 · 3 · 7 · 43 · 107,
2 · 3 · 7 · 13 · 17 · 23, and 2 · 3 · 7 · 13 · 23 · 29. The values are square-free and
the number of prime factors is non-decreasing. The corresponding gn values are
6.887315, 6.938951, 7.786355, 7.926703, 8.147173, 8.684880, 8.930729, 8.999220,
9.061730, 9.071198, 10.498812, and 10.520155.

7 The Distribution of the
∑
i|n γiµ(i) Values

Let yn denote
∑
i|n γiµ(i). See Figure (121) for a plot of the distribution of

yn values for n ≤ 1, 000. For n ≤ 100, 000, the mean of the yn distribution
is −30.4965 and the standard deviation is 25,342. See Figure (122) for a his-
togram (with 240 bins) of these values overlain with a histogram of randomly
generated values for a normal probability distribution with the same mean and
standard deviation. (The values have been scaled by a factor of 0.001 prior to
histogramming and offset by 120 bins to the right.) The histogram of the yn
values has a large spike in the center relative to the histogram of the normal
probability distribution, so the yn values are poorly modeled by a normal prob-
ability distribution. For n ≤ 999, the mean of the yn distribution is −8.4643
and the standard deviation is 473.2557. See Figure (123) for a plot of the sorted
yn values and F−1(p) = µ+σΦ−1(p) (where µ = −8.4643 and σ = 473.2557) for
p = 0.001, 0.002, 0.003, ..., 0.999. The minimum and maximum yn values are
−1, 401.6 and 1,206.9 and the minimum and maximum F−1 values are −1, 470.9
and 1,454.0. For larger samples of zeros, the yn values are similarly bounded
by the generalized probit function. See Figure (124) for a plot of the means
of the yn distributions for n less than or equal to 1,000, 2,000, 3,000, ..., and
10,000,000. There doesn’t appear to be any way to predict what the means
will be, but they appear to increase more slowly than the Mertens function (the
summatory Möbius function). Let M(n) denote the Mertens function. See Fig-
ure (125) for a plot of M(n), n = 1, 2, 3, ..., 1,000, and a plot of the means of
the yn distributions for n less than or equal to 1, 2, 3, ..., and 1,000. The peaks
and valleys of the two curves occur at roughly the same places. See Figure (126)
for a plot of M(n), n = 1, 2, 3, ..., 2,000,000, and a plot of the means of the yn
distributions for n less than or equal to 1, 2, 3, ..., and 2,000,000. See Figure
(127) for a plot of the absolute values of the means and

√
n for n ≤ 100, 000.

See Figure (128) for a plot of the standard deviations of the yn distributions
for n less than or equal to 1,000, 2,000, 3,000, ..., and 10,000,000. For a cubic
least-squares fit of these values, p1 = 1.704·10−16 with a 95% confidence interval
of (1.687 ·10−16, 1.72 ·10−16), p2 = −4.109 ·10−9 with a 95% confidence interval
of (−4.134 · 10−9, −4.084 · 10−9), p3 = 0.1923 with a 95% confidence interval of
(0.1922, 0.1924), p4 = 1.262 · 104 with a 95% confidence interval of (1.249 · 104,
1.274 · 104), SSE=2.542 · 1010, R-squared=1, and RMSE=1,595. The curve of

16



standard deviations is almost quadratic. See Figure (129) for a plot of the maxi-
mum yn values for n less than or equal to 1,000, 2,000, 3,000, ..., and 10,000,000.
For a cubic least-squares fit of these values, SSE=2.139 ·1011, R-squared=1, and
RMSE=4,625. See Figure (130) for the minimum yx values for n less than or
equal to 1,000, 2,000, 3,000, ..., and 10,000,000. For a cubic least-squares fit of
these values, SSE=2.234 · 1011, R-squared=1, and RMSE=4,728.

See Figure (131) for a linear least-squares fit of yn for prime n less than 10, 000, 000.
The slope is −7.5, the y-intercept is 13,440, R-squared=1, and the sample size
is 664,579. See Figure (132) for a linear least-squares fit of the yn values at n
values of the form p2 for n ≤ 10, 000, 000. The slope is −8.146, the y-intercept
is −22.09, R-squared=0.9999, and the sample size is 446. See Figure (133)
for a linear least-squares fit of the yn values at n values of the form p3 for
n ≤ 10, 000, 000. The slope is −8.597, the y-intercept is 4.08, R-squared=0.999,
and the sample size is 47. See Figure (134) for a linear least-squares fit of the yn
values at n values of the form p4 for n ≤ 10, 000, 000. The slope is −8.795, the y-
intercept is 6.205, R-squared=0.9974, and the sample size is 16. In general, the
yn values at prime powers of n appear to be almost linear. All the yn values can
then be grouped into approximately linear curves. For example, see the plot of
the 875 yn values at n values of the form p2q2 for n ≤ 10, 000, 000 (Figure 135).
See Figures (136) through (141) for the respective linear least-squares fits of the
yn values at n values of the forms 22q2, 32q2 (q > 3), 52q2 (q > 5), 72q2 (q > 7),
112q2 (q > 11), and 132q2 (q > 13). The respective slopes are 6.57, 12.65, 23.97,
34.51, 53.7, and 63.32. See Figure (142) for a quadratic least-squares fit of these
values. The respective y-intercepts are −12.9, −10.63, 3.728, 41.19, 134.3, and
214.6. See Figure (143) for a quadratic least-squares fit of these values. For
another example, see the plot of the 47,601 yn values at n values of the form
p3q2r for n ≤ 10, 000, 000 (Figure 144). See Figure (145) for a plot of the 12,935
yn values where 32 · 2 divides n and 33 does not divide n. Twenty of these n
values are of the form 53322, 73322, 113322, ..., 793322. See Figure (146) for a
linear least-squares fit of the yn values at the remaining 12,915 n values. The
slope is −11.71, the y-intercept is 957.4, and R-squared=1. See Figure (147) for
a linear least-squares fit of the yn values at the 20 n values. The slope is −9.278,
the y-intercept is −1.726, and R-squared=0.9978. See Figure (148) for a plot of
the 8,962 yn values where 22 · 3 divides n and 23 does not divide n. Twenty-two
of these n values are of the form 53223, 73223, 113223, ..., 833223. See Figure
(149) for a linear least-squares fit of the yn values at the remaining 8,940 n val-
ues. The slope is −11.64, the y-intercept is 717.4, and R-squared=1. See Figure
(150) for a linear least-squares fit of the yn values at the 22 n values. The slope
is −9.273, the y-intercept is −1.755, and R-squared=0.9983. See Figure (151)
for a plot of the 5,145 yn values where 52 · 2 divides n and 53 does not divide
n. Thirteen of these n values are of the form 73522, 113522, ..., 533522. See
Figure (152) for a linear least-squares fit of the yn values at the remaining 5,132
n values. The slope is −22.39, the y-intercept is 1016, and R-squared=0.9999.
See Figure (153) for a linear least-squares fit of the yn values at the 13 n values.
The slope is −17.39, the y-intercept is −20.64, and R-squared=0.9962.
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8 The Convolution of the Differences of the Eigen-
values of a Gaussian-Random Hermitian Ma-
trix with the Möbius Function

Let e1, e2, e3, ..., ed denote the eigenvalues of a dxd Gaussian-random Her-
mitian matrix. Such matrices where d = 1, 000, 2,000, 3,000, and 4,000 were
generated using R. (The diagonals were scaled by a factor of

√
2.) Let wn de-

note
∑
i|n(ei+1 − ei)µ(i). For a normal probability fit of the 288 wn values for

n ≤ 999 (for d = 1, 000) and at n values of the form pq, the mean is 1.2332
with a 95% confidence interval of (1.2119, 1.2544) and the standard deviation is
0.1831 with a 95% confidence interval of (0.1692, 0.1994). See Figure (154) for a
quantile-quantile plot of the sorted wn values and the corresponding F−1 values.
For a linear least-squares fit of the curve, the slope is 0.98 with a 95% confidence
interval of (0.9686, 0.9915), the y-intercept is 0.0264 with a 95% confidence in-
terval of (0.01032, 0.03896), and R-squared 0.99. The null hypothesis is not
rejected by the Lilliefors test. The test statistic and critical value are (0.0328,
0.0522). For wn values at n values of the forms p2, p2q, p3q, pqr, p4q, p2q2, p5q,
p3q2, p2qr, p6q, p4q2, p3qr, pqrs, p2q2r, p4qr, p3q2r, and p2qrs, the respective
test statistics and critical values are (0.1509, 0.2490), (0.0673, 0.0853), (0.0974,
0.1336), (0.0579, 0.0763), (0.1097, 0.1866), (0.1658, 0.3000), (0.1603, 0.2490),
(0.1731, 0.3000), (0.0761, 0.0997), (0.1713, 0.3370), (0.2911, 0.3810), (0.1128,
0.1682), (0.1234, 0.2130), (0.3154, 0.2340), (0.2042, 0.2710), (0.3985, 0.3000),
and (0.3015, 0.3190). The null hypothesis is rejected by the Lilliefors test for
groups of wn values of the forms p2q2r and p3q2r. See Figures (155) through
(171) for the corresponding quantile-quantile plots. The respective slopes of the
linear least-squares fits are 0.8277, 0.962, 0.9308, 0.969, 0.8876, 0.783, 0.8279,
0.7684, 0.9518, 0.7349, 0.6764, 0.898, 0.8567, 0.7762, 0.8056, 0.6516, and 0.7048.
The respective y-intercepts of the linear least-square fits are 0.2223, 0.04674,
0.08832, 0.03997, 0.1504, 0.2799, 0.2448, 0.3289, 0.06899, 0.3671, 0.467, 0.1488,
0.2184, 0.3285, 0.2978, 0.5113, and 0.4707. The respective R-squared values
are 0.9694, 0.9888, 0.9875, 0.9927, 0.9841, 0.9785, 0.9701, 0.9428, 0.9853, 0.963,
0.888, 0.9714, 0.9609, 0.8217, 0.9653, 0.6774, and 0.8322. The respective sample
sizes are 11, 108, 44, 135, 21, 7, 11, 7, 79, 5, 4, 27, 16, 13, 9, 7, and 6.

For a normal probability fit of the 563 wn values for n ≤ 1, 999 (for d = 2, 000)
and at n values of the form pq, the mean is −0.0393 with a 95% confidence
interval of (−0.0503, −0.0283) and the standard deviation is 0.1330 with a
95% confidence interval of (0.1256, 0.1412). See Figure (172) for a quantile-
quantile plot of the sorted wn values and the corresponding F−1 values. For
a linear least-squares fit of the curve, the slope is 0.982 with a 95% confidence
interval of (0.9706, 0.9933), the y-intercept is −0.0007254 with a 95% con-
fidence interval of (−0.002298, 0.0008467), and R-squared 0.9809. The null
hypothesis is rejected by the Lilliefors test. The test statistic and critical
value are (0.0468, 0.0373). For wn values at n values of the forms p2, p2q,
p3q, pqr, p4q, p2q2, p5q, p3q2, p2qr, p6q, p4q2, p3qr, pqrs, p7q, p2q2r, p4qr,
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p3q2r, p2qrs, p5qr, and p4q2r, the respective test statistics and critical val-
ues are (0.1163, 0.2270), (0.0886, 0.0639), (0.1052, 0.0991), (0.0424, 0.0510),
(0.1082, 0.1419), (0.1257, 0.2420), (0.1593, 0.1900), (0.1872, 0.2490), (0.0565,
0.0670), (0.1446, 0.2490), (0.3138, 0.3370), (0.0906, 0.1144), (0.0797, 0.1306),
(0.1859, 0.3370), (0.0999, 0.1706), (0.1406, 0.1798), (0.2517, 0.2000), (0.2105,
0.1682), (0.1876, 0.2850), and (0.3844, 0.3190). The null hypothesis is rejected
for groups of wn values at n values of the forms p2q, p3r, p3q2r, p2qrs, and
p4q2r. See Figures (173) through (192) for the corresponding quantile-quantile
plots. The respective slopes of the linear least-squares fits are 0.8489, 0.9625,
0.9476, 0.9818, 0.9217, 0.8342, 0.8736, 0.8146, 0.9689, 0.8313, 0.7023, 0.939,
0.9303, 0.7355, 0.898, 0.8873, 0.8444, 0.8675, 0.7938, and 0.6765. The respective
y-intercepts of the linear least-square fits are 0.01091, −0.003082, −0.004669,
−0.004108, −0.00605, −0.02941, −0.01322, −0.02984, −0.007276, −0.01911,
−0.06441, −0.01493, −0.02285, −0.04703, −0.02916, −0.02969, −0.05067, −0.04678,
−0.07093, and −0.1071. The respective R-squared values are 0.9682, 0.9666,
0.9759, 0.9929, 0.98, 0.9658, 0.9608, 0.9397, 0.9829, 0.9781, 0.8817, 0.9779,
0.9818, 0.9649, 0.9761, 0.9696, 0.9134, 0.9066, 0.9675, and 0.7667. The re-
spective sample sizes are 14, 192, 80, 302, 39, 12, 20, 11, 175, 11, 5, 60, 46, 5,
26, 23, 18, 27, 8, and 6.

Satisfactory sampling intervals are much smaller than for the zeta function ze-
ros. For the above groups of wn values and for d = 3, 000, the correspond-
ing test statistics and critical values are (0.0938, 0.0308), (0.1553, 0.2130),
(0.1027, 0.0536), (0.1381, 0.0833), (0.0787, 0.0403), (0.926, 0.1206), (0.2054,
0.2270), (0.1215, 0.1682), (0.3266, 0.2340), (0.0924, 0.0541), (0.1974, 0.2270),
(0.2808, 0.2850), (0.1066, 0.0914), (0.0646, 0.0973), (0.2658, 0.2850), (0.1151,
0.1336), (0.1386, 0.1437), (0.2138, 0.1634), (0.1103, 0.1266), (0.1351, 0.2130),
and (0.2508, 0.2490). The respective sample sizes are 825, 16, 273, 113, 483, 54,
14, 27, 13, 268, 14, 8, 94, 83, 8, 44, 38, 29, 49, 16, and 11. For d = 4, 000, the
corresponding test statistics and critical values are (0.1046, 0.0269), (0.1586,
0.2000), (0.1317, 0.0474), (0.0843, 0.0741), (0.0526, 0.0343), (0.0592, 0.1074),
(0.1953, 0.2000), (0.1038, 0.1519), (0.1900, 0.2200), (0.0858, 0.0466), (0.1471,
0.1950), (0.1990, 0.2710), (0.0777, 0.0774), (0.0525, 0.0796), (0.2481, 0.2580),
(0.0901, 0.1144), (0.0971, 0.1206), (0.1197, 0.1437), (0.0850, 0.1016), (0.1229,
0.1832), and (0.1996, 0.2270). The respective sample sizes are 1,087, 18, 349,
143, 667, 68, 18, 34, 15, 361, 19, 9, 131, 124, 10, 60, 54, 38, 76, 22, and 14. The
sample interval becomes too large for the groups of wn values at n values of the
forms pq, p2q, and p3q after d = 1, 000. The sample interval becomes too large
for the groups of wn values at n values of the forms pqr, p2qr, and p3qr after
d = 2, 000.

See Figure (193) for a plot of
∑
i|n eiµ(i) for n = 1, 2, 3, ..., 4,000. The curves

are not as linear as for yn. See Figures (194) and (195) for the means and
standard deviations of the

∑
i|n eiµ(i) distributions for n ≤ 4, 000. Unlike the

yn distributions, the means become approximately equal to zero.
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9 Ensembles of Non-Trivial Zeta Function Zeros

See Figure (196) for a linear least-squares fit of the 664,579 γn values at prime
n, n ≤ 10, 000, 000. The slope is 7.5 with a 95% confidence interval of (7.5, 7.5),
the y-intercept is 13,450 with a 95% confidence interval of (13,450, 13,450),
SSE=8.586·1012, R-squared=1, and RMSE=3,594. See Figure (197) for a linear
least-squares fit of the 348,512 γn values at n values of the form 2p, p > 2,
n ≤ 10, 000, 000. The slope is 14.32 with a 95% confidence interval of (14.32,
14.32), the y-intercept is 6,821 with a 95% confidence interval of (6,808, 6,833),
SSE=1.281·1012, R-squared=1, and RMSE=1,917. Similar linear least-squares
fits are obtained at n values of the forms 3p, (p > 3), 5p, (p > 5), 7p, (p > 7), ...
so that linear least-squares fits are obtained at n values of the form pq. Similar
result are obtained for other factors.

See Figure (198) for a quadratic least-squares fit of the 446 γn values at n val-
ues of the form p2, n ≤ 10, 000, 000. SSE=1.775·1011, R-squared=0.9998, and
RMSE=20,020. See Figure (199) for a quadratic least-squares fit of the 248 γn
values at n values of the form 4p2, p > 2, n ≤ 10, 000, 000. SSE=2.361·1011,
R-squared=0.9996, and RMSE=31,050. Similar results are obtained for other
factors where the exponents of the prime divisors of the factor are greater than
or equal to 2.

See Figure (200) for a cubic least-squares fit of the 47 γn values at n values
of the form p3, n ≤ 10, 000, 000. SSE=1.986·1011, R-squared=0.9976, and
RMSE=67,950. See Figure (201) for a cubic least-squares fit of the 27 γn val-
ues at n values of the form 8p3, p > 2, n ≤ 10, 000, 000. SSE=2.507·1011,
R-squared=0.9959, and RMSE=104,400. Similar results are obtained for other
factors where the exponents of the prime divisors of the factor are greater than
or equal to 3.

The Dirichlet products of the non-trivial zeta function zeros can be similarly
grouped.

10 Dirichlet Products of Non-Trivial Zeta Func-
tion Zeros and Möbius Inversion

Let κ1(1), κ1(2), κ1(3), ..., κ1(n) denote γ1, γ2, γ3, ..., γn and let κm(n),
m = 2, 3, 4, ..., denote these values and m − 1 values that have been linearly
interpolated between successive values. (The powers of the primes can be de-
rived using a Fourier transform of the Riemann spectrum. [See chapter 35 of
Mazur and Stein’s [5] book.] For 1,000 terms of the spectrum, the transform is

−
∑1000

1 cos(log(s)γi). The powers of the primes can also be derived using the
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“interpolated spectrum”. The transform is −
∑C

1 cos(log(m · s)κ(m)i) where C
is the cutoff point. The reciprocal of the s increment must be exactly divisi-
ble by m. See Figure (251) for a plot of −

∑100000
1 cos(log(s)γi) for s = 0.1,

0.2, 0.3, ... 30.0. Spikes occur at the positions of 20, 30, 40, 50, 70, 80, 90,
110, 130, 160, 170, 190, 230, 250, 270, and 290. See Figure (252) for a plot of

−
∑100000

1 cos(log(2 · s)κ(2)i). Spikes occur at the positions of 10, 15, 20, 25,

35, 40, ..., and 295. See Figure (253) for a plot of −
∑100000

1 cos(log(5 · s)κ(5)i).
Spikes occur at the positions of 4, 6, 8, 10, 14, 16, ..., and 298. See Figure
(254) for a plot of π(x) and R(x) where 2 values have been linearly interpo-
lated between each pair of successive zeros. Out of the 600 “zeros” used, only
200 of them are actual zeros.) See Figure (202) for a plot of

∑
i|n κ1(n/i) and∑

i|n κ5(n/i) at n values of the form n = p3q2r for n ≤ 20, 000. Note that only

4,000 γ values are used to compute
∑
i|n κ5(n/i). See Figure (203) for plots of

the normalized and scaled values. The curves are normalized by subtracting the
first element of each curve. The

∑
i|n κ5(n/i) values are then scaled by mul-

tiplying them by the ratio of the last elements of the normalized curves. The
resulting curves are almost the same. See Figure (204) for a plot of the relative
errors of the scaled

∑
i|n κ5(n/i) values. For this method to be of value, the

scaling factor would have to be somehow predicted.

See Figure (205) for a plot of the 11
∑
i|n κ1(n/i) values at prime n for n ≤ 32.

For a linear least-squares fit of the values, the slope is 8.64 with a 95% confidence
interval of (8.148, 9.131), the intercept is 22.73 with a 95% confidence interval
of (19.39, 26.06), SSE=46.76, R-squared=0.9943, and RMSE=2.279. There are
18 primes less than 64, so the estimated

∑
i|n κ1(n/i) value at the largest of

these primes is 178.25 (8.64·18+22.73). The actual value is 179.671794, so the
ratio of the values is about 0.992087. For a linear least-squares fit of the 18∑
i|n κ1(n/i) values at prime n for n ≤ 64, the slope is 8.84 and the intercept

is 21.8. There are 31 primes less than 128, so the estimated
∑
i|n κ1(n/i) value

at the largest of these primes is 295.84 (8.84·31+21.8). The actual value is
296.59984, so the ratio of the values is about 0.99744. See Figure (206) for a
plot of these and similar ratios computed for n less than or equal to 128, 256,
512, ..., 8,388,608. After the first few values, the ratios approach 1 from above.
This is then useful for computing scaling factors. See Figure (207) for a plot of
the slopes of these linear least-squares fits. See Figure (208) for a plot of the
intercepts of the linear least-squares fits. The slopes slowly become smaller and
the intercepts rapidly become larger. See Figure (209) for a plot of the slopes
versus 1/ log(π(n)) for n = 5, 000, 10,000, 15,000, ... 6,000,000 (where π(n) is
the number of primes less than or equal to n). For a quadratic least-squares fit
of the values, p1 = −30.28 with a 95% confidence interval of (−31.31, −29.25),
p2 = 14.04 with a 95% confidence interval of (13.85, 14.22), p3 = 6.622 with a
95% confidence interval of (6.614, 6.631), SSE=2.541 · 10−5, R-squared=0.9999,
and RMSE=0.0004661. See Figure (210) for a plot of the intercepts versus√
π(n). For a quadratic least-squares fit of the values, p1 = 0.01679 with a 95%

confidence interval of (0.01666, 0.01692), p2 = 3.177 with a 95% confidence in-
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terval of (3.071, 3.283), p3 = −129.3 with a 95% confidence interval of (−149.3,
−109.4), SSE=2.843 · 104, R-squared=1, and RMSE=15.59.

For the
∑
i|n κ2(n/i) values for n ≤ 64, the scaling factor is 1.66103279905

((178.25-35.15675)/(117.860263-31.713108)). 178.25 is the estimated value for∑
i|n κ1(n/i) at the largest prime n value less than 64, 35.15675 is the value of∑
i|n κ1(n/i) at n = 2, 117.860263 is the value of

∑
i|n κ2(n/i) at the largest

prime n value less than 64, and 31.713108 is the value of
∑
i|n κ2(n/i) at n = 2.

The
∑
i|n κ2(n/i) values are normalized (by subtracting 31.713108), multiplied

by the scaling factor, and then re-normalized (by adding 31.713108). See Fig-
ure (211) for a plot of the resulting

∑
i|n κ2(n/i) values and the

∑
i|n κ1(n/i)

values. See Figure (212) for a plot of the relative errors. The relative errors
are greater than −20% and usually less than 10%. The

∑
i|n κ2(n/i) value at

n = 1 is set to γ1 before Möbius inversion. See Figure (213) for a plot of the
Möbius inverse of the

∑
i|n κ2(n/i) values and the actual γ values. See Figure

(214) for a plot of the relative errors of the γ values (for n > 32). The relative
errors range from about −3.44% to 18.63%. See Figures (215) through (228)
for plots of the corresponding relative errors for n equal to 128, 256, 512, ...,
and 1,048,576. Respective ranges of the relative errors are (−1.48%, 13.37%),
(−0.44%, 9.95%), (2.12%, 8.73%), (1.15%, 5.58%), (1.27%, 4.25%), (1.26%,
3.27%), (0.80%, 2.27%), (1.08%, 2.19%), (0.77%, 1.63%), (0.74%, 1.44%), (0.71%,
1.29%), (0.65%, 1.14%), (0.66%, 1.09%), and (0.58%, 0.95%). The ranges of
the relative errors for n equal to 2,097,152, 4,194,304, and 8,388,608 are (0.55%,
0.89%), (0.52%, 0.82%), and (0.48%, 0.76%) respectively.

11 Dirichlet Products of Sub-Curves of Non-
Trivial Zeta Function Zeros

For a linear least-squares fit of the 53
∑
i|n κ1(n/i) values at n = 2p (p 6= 2)

and for n ≤ 512, the slope is 23.59 with a 95% confidence interval of (23.4,
23.79), the intercept is 73.16 with a 95% confidence interval of (67.17, 79.14),
SSE=5,840, R-squared=0.9992, and RMSE=10.7. For n ≤ 1, 024, there are 96∑
i|n κ1(n/i) values at n = 2p, so the estimated value of

∑
i|n κ1(n/i) at the

largest n = 2p value is 2337.8 (23.59·96+73.16). The actual value is 2296.977315.
The scaling factor for

∑
i|n κ2(n/i) values at n = pq and for n ≤ 1, 024 is

then 1.78817824 ((2337.8-97.753801)/(1333.150397-80.453014)). 97.753801 is
the

∑
i|n κ1(n/i) value at n = 6, 1333.150397 is the

∑
i|n κ2(n/i) value at the

largest n = 2p value for n ≤ 1, 024, and 80.453014 is the
∑
i|n κ2(n/i) value at

n = 6. Möbius inversion is then done using this scaling factor and normalization
value for all

∑
i|n κ2(n/i) values for n ≤ 1, 024 and the estimated γ values at

n = pq are extracted. See Figure (229) for a plot of the relative errors for the
last 144 (293 − 149) estimated values. (There are 293 γ values at n = pq for
n ≤ 1, 024 and 149 γ values at n = pq for n ≤ 512.) The relative errors range
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from about −10.5% to −5.7%. For a quadratic least-squares fit of the values,
SSE=0.0001112, R-squared=0.995, and RMSE=0.000888. See Figure (230) for
a plot of the slopes of the linear least-squares fits of the

∑
i|n κ1(n/i) values

at n = 2p for n less than or equal to 1,024, 2,048, 4,096,..., 4,194,304. For
a quadratic least-squares fit of the values, SSE=0.005733, R-squared=0.9983,
and RMSE=0.02283. See Figure (231) for a plot of the intercepts of the linear
least-squares fits of the

∑
i|n κ1(n/i) values. The values rapidly increase. See

Figure (232) for a plot of the ratios of the expected and actual
∑
i|n κ1(n/i)

values. The values slowly approach 1. See Figure (233) for a plot of the scaling
factors of the

∑
i|n κ2(n/i) values. For a quadratic least-squares fit of the values,

SSE=0.0001185, R-squared=0.9931, and RMSE=0.003442. The numbers of es-
timated γ values at n = pq for n equal to 2,048, 4,096, 8,192, ..., 4,194,304 are
282, 531, 1,056, 1,999, 3,907, 7,536, 14,577, 28,268, 54,730, 106,408, 206,364, and
401,442 respectively. The ranges of the relative errors of the estimated γ values
are (-5.94%, -2.98%), (-4.01%, -1.97%), (-2.82%, -1.32%), (-1.67%, -0.55%), (-
1.61%, -0.74%), (-1.05%, -0.35%), (-0.89%, -0.31%), (-0.79%, -0.30%), (-0.68%,
-0.25%), (-0.70%, -0.32%), (-0.59%, -0.26%), and (-0.58%, -0.28%) respectively.
See Figure (234) for a plot of the relative errors for n = 4, 194, 304. For a
quadratic least-squares fit of the values, SSE=4.109·10−5, R-squared=0.9999,
and RMSE=1.012·10−5.

For a linear least-squares fit of the 21
∑
i|n κ1(n/i) values at n = 6p (p 6= 2, p 6=

3) and for n ≤ 512, the slope is 80.31 with a 95% confidence interval of (78.66,
81.96), the intercept is 259 with a 95% confidence interval of (238.3, 279.7),
SSE=9.080, R-squared=0.9982, and RMSE=21.86. For n ≤ 1, 024, there are 37∑
i|n κ1(n/i) values at n = 6p, so the estimated value of

∑
i|n κ1(n/i) at the

largest n = 6p value is 3230.47 (80.31·37+259). The actual value is 3269.383744.
The scaling factor for

∑
i|n κ2(n/i) values at n = pqr and for n ≤ 1, 024 is

then 1.72542247 ((3230.47-346.893092)/(1921.377233-250.147742)). 346.893092
is the

∑
i|n κ1(n/i) value at n = 30, 1921.377233 is the

∑
i|n κ2(n/i) value at

the largest n = 6p value for n ≤ 1, 024, and 250.147742 is the
∑
i|n κ2(n/i)

value at n = 30. Möbius inversion is then done using this scaling factor and
normalization value for all

∑
i|n κ2(n/i) values for n ≤ 1, 024 and the estimated

γ values at n = pqr are extracted. See Figure (235) for a plot of the relative
errors for the last 80 (142 − 62) estimated values. (There are 142 γ values at
n = pqr for n ≤ 1, 024 and 62 γ values at n = pqr for n ≤ 512.) The rela-
tive errors range from about 20.31% to 13.16%. For a quadratic least-squares
fit of the values, SSE=0.000192, R-squared=0.994, and RMSE=0.001579. See
Figure (236) for a plot of the ratios of the expected and actual

∑
i|n κ1(n/i)

values at n = 6p for n less than or equal to 1,024, 2,048, 4,096,..., 4,194,304.
The values slowly approach 1. See Figure (237) for a plot of the scaling fac-
tors of the

∑
i|n κ2(n/i) values. For a quadratic least-squares fit of the values,

SSE=0.0005699, R-squared=0.9822, and RMSE=0.007549. The numbers of es-
timated γ values at n = pqr for n equal to 2,048, 4,096, 8,192, ..., 4,194,304
are 168, 377, 749, 1,604, 3,223, 6,612, 13,404, 27,050, 54,505, 109,245, 219,398,

23



and 438,329 respectively. The ranges of the relative errors of the estimated γ
values are (12.38%, 8.41%), (6.11%, 3.99%), (4.23%, 3.34%), (2.07%, 1.81%),
(1.33%, 1.22%), (0.75%, 0.47%), (0.74%, 0.39%), (0.40%, 0.0299%), (0.76%,
0.40%), (0.81%, 0.47%), (0.21%, −0.10%), and (−0.0574%, 0.23%) respectively.
See Figure (238) for a plot of the relative errors for n = 4, 194, 304. For a
quadratic least-squares fit of the values, SSE=4.887·10−5, R-squared=0.9998,
and RMSE=1.056·10−5.

For a linear least-squares fit of the 14
∑
i|n κ1(n/i) values at n = 72p (p 6= 2, p 6=

3) and for n ≤ 4, 000, the slope is 910.7 with a 95% confidence interval of (874.9,
946.5), the intercept is 1,816 with a 95% confidence interval of (1,511, 2,121),
SSE=7.383·105, R-squared=0.9961, and RMSE=248. For n ≤ 20, 000, there
are 57

∑
i|n κ1(n/i) values at n = 72p, so the estimated value of

∑
i|n κ1(n/i)

at the largest n = 72p value is 53725.9 (910.7·57+1816). The actual value is
56906.517248. The scaling factor for

∑
i|n κ5(n/i) values at n = p3q2r and

for n ≤ 20, 000 is then 3.6791295316 ((53725.9-2962.398030)/(14899.032929-
1101.339335)). 2962.398030 is the

∑
i|n κ1(n/i) value at n = 360, 14899.032929

is the
∑
i|n κ5(n/i) value at the largest n = 72p value for n ≤ 20, 000, and

1101.339335 is the
∑
i|n κ5(n/i) value at n = 360. Möbius inversion is then done

using this scaling factor and normalization value for all
∑
i|n κ5(n/i) values for

n ≤ 20, 000 and the estimated γ values at n = p3q2r are extracted. See Figure
(239) for a plot of the relative errors for the last 153 (191−38) estimated values.
(There are 191 γ values at n = p3q2r for n ≤ 20, 000 and 38 γ values at n = p3q2r
for n ≤ 5, 000.) The relative errors range from about 3.29% to 8.11%. For a
quadratic least-squares fit of the values, SSE=9.702·10−5, R-squared=0.9964,
and RMSE=0.0008042. The numbers of estimated γ values at n = p3q2r for n
equal to 100,000, 500,000, and 2,500,000 are 629, 2,541, and 10,538 respectively.
The ranges of the relative errors of the estimated γ values are (3.88%, 7.28%),
(2.92%, 5.46%), and (2.02%, 3.98%) respectively. See Figure (240) for a plot of
the relative errors for n = 2, 500, 000. For a quadratic least-squares fit of the
values, SSE=0.0008841, R-squared=0.997, and RMSE=0.0002897.

See Figure (241) for a plot of the 23
∑
i|n κ1(n/i) values at n = 4p2 (p 6= 2)

for n ≤ 32, 768. For a quadratic least-squares fit of the values, p1 = 99.58
with a 95% confidence interval of (92.1, 107.1), p2 = −124.7 with a 95% con-
fidence interval of (−309.8, 60.37), p3 = 497.9 with a 95% confidence interval
of (−466.3, 1462), SSE=9.129·106, R-squared=0.9984, and RMSE=675.6. For
n ≤ 65, 536, there are 30

∑
i|n κ1(n/i) values at n = 4p2, so the estimated

value of
∑
i|n κ1(n/i) at the largest n = 4p2 value is 94754.225139. The actual

value is 86378.9. The scaling factor for
∑
i|n κ2(n/i) values at n = p2q2 and for

n ≤ 65, 536 is then 1.83876902276 ((94754.225139-419.017454)/(51601.889447-
298.432389)). 419.017454 is the

∑
i|n κ1(n/i) value at n = 36, 51601.889447

is the
∑
i|n κ2(n/i) value at the largest n = 4p2 value for n ≤ 65, 536, and

298.432389 is the
∑
i|n κ2(n/i) value at n = 36. Mobius inversion is then done
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using this scaling factor and normalization value for all
∑
i|n κ2(n/i) values for

n ≤ 65, 536 and the estimated γ values at n = p2q2 are extracted. See Figure
(242) for a plot of the relative errors of the last 24 (76 − 52) estimated values.
(There are 76 γ values at n = p2q2 for n ≤ 65, 536 and 52 γ values at n = p2q2 for
n ≤ 32, 768.) The relative errors range from about 8.75% to 9.26%. The num-
bers of estimated γ values at n = p2q2 for n equal to 131,072, 262,144, 524,288,
..., 4,194,304 are 31, 42, 62, 82, 120, and 162 respectively. The ranges of the
relative errors of the estimated γ values are (5.05%, 5.53%), (1.88%, 2.32%),
(3.29%, 3.68%), (0.11%, 0.46%), (3.68%, 3.99%), and (3.21%, 3.50%) respec-
tively. See Figure (243) for a plot of the relative errors for n = 4, 194, 304. For
a quadratic least-squares fit of the values, SSE=1.357·10−7, R-squared=0.9987,
and RMSE=2.922·1015.

See Figure (244) for a plot of the 14
∑
i|n κ1(n/i) values at n = 8p3 (p 6= 2)

for n ≤ 1, 048, 576. For a cubic least-squares fit of the values, p1 = 239.9
with a 95% confidence interval of (−108.3, 588.1), p2 = 3575 with a 95%
confidence interval of (−4352, 11500), p3 = −25190 with a 95% confidence
interval of (−77270, 26900), p4 = 36070 with a 95% confidence interval of
(−57360, 129500), SSE=8.549·1010, R-squared=0.9945, and RMSE=2.924·104.
For n ≤ 2, 097, 152, there are 17

∑
i|n κ1(n/i) values at n = 8p3, so the

estimated value of
∑
i|n κ1(n/i) at the largest n = 8p3 value is 1819643.7.

The actual value is 2087770.661312. The scaling factor for
∑
i|n κ2(n/i) val-

ues at n = p3q3 and for n ≤ 2, 907, 152 is then 1.6367999527 ((1819643.7-
1651.162704)/(1111760.929595-1061.644516)). 1651.162704 is the

∑
i|n κ1(n/i)

value at n = 216, 1111760.9299595 is the
∑
i|n κ2(n/i) value at the largest

n = 8p3 value for n ≤ 2, 097, 152, and 1061.644516 is the
∑
i|n κ2(n/i) value at

n = 216. Mobius inversion is then done using this scaling factor and normal-
ization value for all

∑
i|n κ2(n/i) values for n ≤ 2, 097, 152 and the estimated

γ values at n = p3q3 are extracted. See Figure (245) for a plot of the rela-
tive errors of the last 7 (37 − 30) estimated values. (There are 37 γ values at
n = p3q3 for n ≤ 2, 097, 152 and 30 γ values at n = p3q3 for n ≤ 1, 048, 576.)
The relative errors range from about 12.99% to 13.17%. For a quadratic least-
squares fit of the values, R-squared=0.9916. The number of estimated γ values
at n = p3q3 for n equal to 4,194,304 is 12. The range of the relative errors of
the estimated γ values is (−2.58%, −2.29%). See Figure (246) for a plot of the
relative errors for n = 4, 194, 304. For a quadratic least-squares fit of the values,
R-squared=0.9686.

12 Dirichlet Products of Eigenvalues of Gaussian-
Random Hermitian Matrices

Let λ1(1), λ1(2), λ1(3), ..., λ1(d) denote e1, e2, e3, ..., ed and let λm(n), m = 2,
3, 4, ..., denote these values and m−1 values that have been linearly interpolated
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between successive values. In the following, d is set to 4,500. See Figure (247)
for plots of

∑
i|n λ1(n/i) and

∑
i|n λ4(n/i) at n values that are of the form pqr

for n less than or equal to 1,000. Note that only 250 e values are used to compute∑
i|n λ4(n/i). See Figure (248) for plots of the normalized and scaled values.

The curves are normalized by subtracting the first element of each curve. The∑
i|n λ4(n/i) values are then scaled by multiplying them by the ratio of the last

elements of the normalized curves. The resulting curves are almost the same.
The normalization value of the

∑
i|n λ4(n/i) values is −1505.145075 and the

scaling factor is 2.5989836788. Mobius inversion is then done using this scaling
factor and normalization value for all

∑
i|n λ4(n/i) values for n ≤ 1, 000 and the

estimated e values at n = pqr are extracted. See Figure (249) for a plot of the
estimated and actual e values (an additional normalization of −1801.707412 of
the estimated values is required to set the first value to e1). See Figure (250)
for a plot of the relative errors of the estimated values. The values range from
0.16% to −1.74%. Of course, the last

∑
i|n λ1(n/i) value would have to be pre-

determined to compute the scaling factor.

See Cox [6] for the software used to determine the above results.
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[4] Hervé, A. and Molin, P., Lilliefors/Van Soest’s test of normality, Encyclo-
pedia of Measurement and Statistics, Neil Salkind (Ed.) (2007)

[5] Mazur, B. and Stein, W. (2017), Prime Numbers and the Riemann Hypoth-
esis, New York, NY: Cambridge University Press

[6] Cox, D., “www.darrellcox.website/riemann.htm”

26





























































































































































































































































































































































































































































































































2000 4000 6000 8000 10000

200

400

600

800

1000

1200

π(x), Figure 254
π0(x), 600 non-trivial ”zeros”


	mobdif7
	Binder2
	fig1
	fig2
	fig3
	fig4
	fig5
	fig6
	fig7


